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Abstract. Light field imaging technology can capture the light intensity and particle propagation direction
within a single exposure, thereby achieving three-dimensional imaging while simplifying experimental
complexity. Compared to conventional methods such as particle image velocimetry and particle tracking
velocimetry, particle streak velocimetry (PSV) extends the upper limit of measurable velocity, operates
effectively under lower light intensities, and offers pronounced advantages in high-speed flow field analysis.
The integration of light field imaging and PSV measurement techniques combine the strengths of both
methods, making this approach particularly promising for three-dimensional flow field investigations. Despite
its potential, this area remains underexplored. Previously, the author has developed a three-dimensional flow
field experimental measurement system based on light field PSV. In this article, the author employs Zemax
software to construct a Galileo-type simulated light field imaging system in non-sequential mode. The imaging
characteristics of this system were analyzed, yielding a depth calibration curve for the simulated virtual light
field imaging system and a synthetic three-dimensional trajectory map. The algorithm reconstructed the three-
dimensional trajectory by integrating the depth calibration curve with a light field PSV-based three-
dimensional flow field measurement and processing algorithm. This study establishes a Zemax simulation
framework for light field PSV, offering critical simulation data to advance research in three-dimensional flow
field measurement utilizing light field PSV.
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1. Introduction
The three-dimensional reconstruction of fluid flows is essential in many areas, including

industry, agriculture, medicine, environmental science, and aerospace. The conventional
methods for 3D flow field reconstruction often involve complex setups with multiple
cameras and intricate optical paths, which makes them less practical. The light field imaging
method simplifies these issues by capturing the light intensity and the propagation direction
with a single shot. This technology simplifies experimental setups in the presence of
constraints. It enables the rapid acquisition of large volumes of 3D data, making it ideal for
studying complex flow phenomena that demand extensive data collection.

The pioneering work of A.Gershun [1] and the all-optical function model laid the
foundation for light field imaging. However, computing this function is challenging due to the
large number of parameters. In 1995, L. McMillan and G. Bishop [2] simplified this model
from seven to five dimensions, and a year later, M. Levoy and P.Hanrahan [3] further
reduced it to four dimensions by parameterizing the light rays using two parallel planes.
These breakthroughs paved the way for advancements in light field imaging.
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After 2000, the field expanded into an interdisciplinary topic. Improvements in optical
design, such as microlens arrays, enhanced the ability of light field cameras to capture
detailed information about the target. New algorithms in digital image processing further
improved the efficiency of handling light field data. For example, in 2002, ]. Yang et al. [4]
created an array of 64 cameras and developed a distributed rendering algorithm to manage
the data bandwidth problem caused by the large number of cameras in traditional dynamic
light field systems.

By 2005, progress in camera design and algorithm optimization allowed portable light
field cameras to become a reality, thanks to innovations by B. Wilburn et al. [5]. The same
year, R. Ng et al. [6] at Stanford University developed the first handheld light field camera.
This device allowed users to refocus images after capturing them, a revolutionary feature
demonstrating the potential of the technology. They also demonstrated how post-processing
could replicate the depth-of-field effects of a small aperture while maintaining the
advantages of shooting with a large aperture.

In 2006, D. Lanman et al. [7] designed a spherical reflective array imaging system, and
by conducting a geometric analysis and calibration of the system, they derived a relationship
between mapped pixel coordinates and three-dimensional spatial rays. In 2007, A.
Veeraraghavan et al. [8] proposed using attenuation masks in conventional cameras to
modulate the light field, achieving high spatial resolution but at the cost of light loss. By
2010, Y. Taguchi et al. [9] introduced a method to capture light field data by moving a camera
along a mirror rotation axis, significantly enhancing the capabilities of light field cameras.

The release of Lytro's first consumer light field camera in 2011 marked a turning point.
In 2013, innovations by K. Venkataraman et al. [10] and C. Kim et al. [11], namely algorithms
for high-resolution light field data processing, pushed the boundaries even further. These
advancements made light field imaging more accessible and practical for various
applications, from virtual reality to everyday photography.

During the same year, K. Marwah et al. [12] proposed a novel compressed light field
camera architecture that can restore higher resolution light fields from a single image. X.
Lin’s team [13] 2015 proposed a camera array-based light field microscope that overcame
traditional resolution limitations but struggled with angular resolution for samples with
large depth ranges or slender structures. Their system’s larger volume also made integration
into microdevices challenging.

In 2016, N. Antipa et al. [14] introduced a method to capture 4D light field data using a
single 2D sensor image, avoiding light loss issues and ensuring higher luminous flux, lower
costs, and greater flexibility. However, the system’s computational requirements were
significant, and angular resolution limitations remained unresolved.

By 2019, Z.P. Tan and colleagues [15] developed a modular light field adapter for high-
speed cameras, enabling time-resolved 3D flow measurement with a single camera. This
adapter marked a shift in light field imaging applications, expanding into areas like
autonomous driving, robotics, 3D modeling, and medical imaging. Recently, researchers have
focused on processing large-scale light field data in real-time, leveraging technologies like
quantum computing and Al to push the boundaries further.

In recent years, much research on light field imaging systems combined with other flow field
measurement methods has emerged such as: In 2020, X.Zhu et al. reconstructed the three-
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dimensional velocity field based on a single light field camera combined with PIV velocity
measurement technology [16]. In the same year, AZ.Kvon et al. used the light field particle
tracking velocimetry (PTV) technology combined with the fluorescence tracer technology. They
proved that the light field PTV technology could be used for the three-dimensional wave
measurement of liquids with different physical properties [17]. The research of the light field
combined with PSV is less. Yet, PSV offers unique advantages: it can measure higher motion
speeds, operate under lower light intensities, and function with continuous light sources,
eliminating the need for expensive pulsed lasers. PSV also simplifies system complexity and
reduces costs, as it typically requires only a single camera for 3D measurements. Unlike PTV,
which can suffer from particle matching errors, PSV analyzes stripe images for continuity and
direction, reducing such errors [18]. In 2023, X.Dong et al. [19] proposed a PSV three-
dimensional velocity measurement method based on defocus by analyzing the gray value
distribution of particle trajectory images. The speed measurement method combining PSV with
other methods has also appeared. S. Sold et al. extended the measuring range of PSV through PTV.
However, this method is only used for two-dimensional velocity field measurements [20].
Combining light field imaging with PSV harnesses the strengths of both technologies.

In 2024, the author [21] introduced a 3D flow field velocity measurement method based on
light field PSV and demonstrated its feasibility through experiments. This study constructs a
Galileo-type light field imaging system using Zemax software, analyzes its imaging characteristics,
and develops algorithms to derive depth calibration curves. The algorithms simulated 3D
trajectory images of pixel block motion and integrated these with the depth calibration curve and
PSV algorithm, retrieving precise information about the 3D motion.

2. Principles of light field PSV measurement
2.1. Parameterized representation of light field imaging
The theoretical background of light field imaging is the all-optical function, [22] an optical

concept that assigns radiance values to light rays propagating in physical space and
describes its distribution in space. The all-optical function is expressed as Ii(x, y, z, 6, @, A, t),
where I, represents the spectral radiance per unit time, (x, y, z) is the spatial position point
coordinate, (6, @) is the incident direction, A is the wavelength of light, and ¢ is the time point.
By introducing additional constraints, the all-optical function reduces to four dimensions:

i) the dependence of the all-optical function on the time dimension is removed by integrating
over the exposure time; ii) the light field is usually considered monochromatic, and the spectral
dimension of the all-optical

AV function is eliminated by

= ] |~ integrating  the  spectral
| ] sensitivity of camera pixels;

L |- iii) assuming that light
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Fig. 1. Diagram illustrating the parameterized representation of a another dimension from the
four-dimensional light field. all-optical function [3].
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Therefore, the light field can be parameterized using two parallel planes and a ray
passing through the parallel planes, as shown in Fig. 1.

In the Fig. 1, the UOV and the XOY planes are parallel. L is a ray that passes through the
UOV and XOY plane, with radiation energy denoted as L (u, v, x, ¥). The intersection points of
ray L with the two planes are (u, v) and (x, y), respectively. The distance between the two
parallel planes is I, and the total energy received at point (x, y) from beam L can be
expressed as:

I(u,u):ffL(u,u,x,y)dudu. (@)
2.2. Parameterized representation of ray tracing in optical field systems
Fig. 2 shows the optical field parameterized with parallel planes U0,V and XO,Y, where Ly,
represents a ray propagating in a spatially uniform medium. The intersection point of the
main optical axis Z with plane U0,V is 01, and the intersection point with plane X0,Y is 0.
The main optical axis, Z, is perpendicular to both planes.
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Fig. 2. Diagram illustrating the characterization of ray propagation.

The intersection point of ray Ln with plane U0,V is denoted as m, (uq,0;,¢1,8; ) , and the
intersection point with plane XO;Y is denoted as m,(xy,y1,a1,5;), where (uy,v;) is the

coordinate of point m; on plane UO1V, and (x1,y1) is the coordinate of point m; on plane XO,Y.
Point mjs is the projection of m; onto the U axis; point my is the projection of m; onto the V
axis; point ms is the projection of m; onto the X axis, and point ms is the projection of m; onto
the Y axis.

Here, o represents the directional coordinate of ray L, along the U axis, f8; represents

the directional coordinate of ray Ly, along the V axis, and the propagation distance from mj to
m; along the Z axis (i.e., the distance between the two planes) is denoted as Ix. The coordinate
definition of point m; follows the same principle.

The ray tracing process of a light field camera involves four steps: (1) the propagation
of light rays from the emitting point to the main lens plane; (2) the propagation of light from
the main lens plane to the microlens plane; (3) the propagation of light from the microlens
plane to the CCD plane; and (4) the conversion of detector coordinates to the pixel
coordinate system. According to the linear optical tracing model [3, 23-25], the ray tracing
process is shown in Fig. 3, and the tracing formula is as follows:
light propagating from the luminous point to the main lens plane:
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Fig. 3. Diagram illustrating the ray tracing process.
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when the light is near the axis, then o (a3 ) ~ tana, (tanay ).
propagation of light from the main lens plane to the microlens plane:
Xy 1 0 0 0| u
Y2 |_ 0 1 00 Vs ' 3)
tana, | | -1/ f; 0 1 0| tana,
tan 3, 0 -1/f; 0 1] tanp,

Here, f. presents the focal length of the main lens, and the light coordinates passing through

the main lens are (uz,uz,az,ﬂz) . The coordinates of the light after passing through the main
lens are (x,,y,,a5,5). When the light is near the optical axis, a, (a3 )=~ tana,(tana}) . Light

propagation from the microlens plane to the sensor plane:

X3 1 0 0 0 u 0
0 1 0 0| v 0
J’3' _ 3|4 _ (4)
tanas | | -1/ f, 0 1 0| tanasz | |ky/ fi

[EEN

tanﬁé 0 _1/fm 0 tanﬁ3 ky/fm
Here, f,, denotes the focal length of the microlens, and the coordinates of the ray before
passing through the microlens are (usz,vs3,03,05;). The coordinates of the ray after passing

through the microlens are (x3, y3,a5, ﬂé) , where (k;, k,) represents the coordinate of the center
of a single microlens on the XO,Y plane. When the light is near the optical axis,
az(aj) = tanas(tanasy).

Mapping detector coordinates to the pixel coordinate system:

round Yy 01 1
u, P,
n,+1
v, |= X . 5
b round[v—‘*] 10 2 (®)
1 Py n,+1
L1 0 0jL 2 |
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Here, (Py, P,) the value of a single pixel block on the sensor, (ny, n,) denotes the number of pixels
on the sensor in the X and Y directions, and (u, ,v,) is the coordinate of the intersection point

between the light ray and the detector plane on the world coordinate system XOY. Similarly,
(up ,v, ) represents the coordinate of the light ray in the pixel coordinate system UOV. Tracking

as much light as possible can improve imaging clarity, but tracking efficiency must also be
considered [26].

2.3. Principles of imaging in a light field camera

Light field cameras can be categorized into focusing and non-focusing types. Focusing light
field cameras are further classified into Galilean and Kepler types based on the distance
between the microlens array and the CCD.

A non-focusing optical field camera, also known as an all-optical camera, establishes a
conjugate relationship between the object point plane and the microlens array plane relative to
the main lens plane. The distance from the microlens array plane to the CCD plane is twice the
focal length of the microlens. The imaging principle of a non-focused light field camera is
illustrated in Fig. 4.

Object plane Main lens plane Micro lens plane
I

Object point | CCD plane

Fig. 4. Imaging principle of a non-focusing light field camera.

As shown in Fig. 4, the distance from the object point plane to the main lens is denoted
as a the distance from the main lens plane to its imaging plane is denoted as b,, and the

distance from the microlens plane to the CCD plane is denoted as I,,. The focal length of the
main lens is represented by f,, and the focal length of the microlens is represented by fin .

According to the Gaussian imaging formula, the following relationship holds:

1. 1_1
a b f (6)
1,1_1
bl Im fm

Focused light field cameras are categorized into Kepler-type and Galileo-type light field cameras.
Unlike non-focusing light field cameras, the microlens array in focusing light field cameras is not
positioned at a distance equal to the focal length of a single microlens from the CCD plane.

(1) Kepler-type light field camera.

Fig. 5 illustrates a schematic diagram of the imaging principle of the Kepler-type light
field camera. In this scheme, d represents the distance from the object point plane to the
front face of the main lens, while a; is the distance from the front face of the main lens to the
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Fig. 5. Imaging principle of a Kepler-type light field camera.
plane. The distance from the object point plane to the main lens plane is denoted as a,. The

distance from the main lens plane to the virtual image plane of the main lens is represented
by b;. The distance from the virtual image plane of the main lens to the plane of the

microlens is represented by b,. The distance from the main lens plane to the microlens
plane is represented by b;, and [,, denotes the distance from the microlens plane to the CCD
plane. The focal lengths of the main lens and microlens are represented by f; and f,,,
respectively. According to the Gaussian imaging formula, the following relationships apply:

1,1_1
a bl fL (7)
1. 1_1
Im bZ fm

(2) Galileo-type light field camera.

Front end face of main lens Micro lens plane Main lens virtual image plane

\ A \

Mainﬂs plane CCD plane

Fig. 6. Imaging principle of a Galileo-type light field camera.

Fig. 6 presents a schematic diagram of the imaging principle of the Galileo-type light
field camera. The symbols have the same meanings as those used for Kepler-type light field
cameras. According to the Gaussian imaging formula, the following relationships hold:
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1,1_1
a b f, (8)
1. 1_1°
Im bZ fm

The distance from the microlens array surface of the Kepler-type light field camera to

the CCD plane f,, <[, <%fm . Similarly, the distance from the microlens array surface of the

Galileo-type light field camera to the CCD plane satisfies %fm <l,<fm-

2.4. Principles of light field rendering
The microlens array in a non-focusing light field camera is placed directly on the imaging
surface of the main lens. This array separates the light that passes through the main lens at
different angles, projecting it onto the CCD sensor. Fig. 7 illustrates the rendering principle of
this type of camera. Each microlens re-creates an image formed by the main lens. The total
number of microlenses determines the spatial sampling rate of the camera, while the number
of pixels beneath each microlens sets the angular sampling rate.

Pixels are extracted from the same position within each sub-image to generate a single-view
image from a non-focused light field camera. These pixels are then stitched together based on
their positions in the corresponding sub-images. This process provides access to a wealth of an-

gular information but comes with a trade-off: the spatial resolution of the final image is reduced.
Camera sensor

L

I:' Pixel

ﬂ: Sub-image

Fig. 7. Diagram of the rendering principle of a non-focusing light field camera.

When obtaining each angle information, the focused light field camera extracts does not
extract individual pixels at the same position in the sub-image but instead extracts an entire
pixel block composed of P, xP, pixels. Suppose the captured light field image contains

N, x Ny sub-images, each with E, x Ey pixels. Finally, the pixel blocks at the same position,

extracted from each sub-image, are reassembled according to the sub-image positions to
generate the image corresponding to a specific viewing angle. By using a focused light field
camera, the redundancy of angular resolution is traded for increased spatial resolution,
thereby improving the overall image quality.

2.5. Refocusing and depth measurement principles

Light field images contain information about light rays within a spatial volume, and
refocusing involves extracting the four-dimensional information of light rays from the light
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field image and focusing them onto a specific plane. The schematic diagram of the refocusing
principle is shown in Fig. 8.
Micro lens plane CCD plane Refocusing plane Micro lens focal plane

|
I Y,
|
|

f"l

Fig. 8. Schematic diagram of the refocusing principle.

Here, V represents the microlens plane, Y represents the CCD plane, and Y’ represents
the refocusing plane, I, denotes the distance from the microlens plane to the CCD plane, I’
represents the distance from the microlens plane to the refocusing plane, and f;, is the focal
length of the microlens. The intersection points of light passing through the microlens, CCD,
and refocusing planes are v, y,y’, respectively. According to the principle of similar triangles,

the following relationships hold:

m_rS ©)
I' v-y
If I =qa , then:
Im
y:ly'—k(l—lv). (10)
a a
Similarly, in the other two dimensions the following relationship holds:
x:lx'+(1—lu). (11)
a a
Substituting Egs. (10) and (11) into Eq. (1) yields:
ro 1., 1 1., 1
I(x,y)=|ILluv,—x"+|1-——=u|,—y'+|1-=v | |dudv. 12
(y)ff(a (a)ay(a)j (12)

Changing a adjusts the position of the refocusing plane, and the refocused image obtained at
a specific a corresponds to the image information captured from a particular perspective.
When the object under test is most clearly imaged on a specific refocusing plane, the a value
at that point is referred to as the optimal refocusing coefficient and is denoted by ¢ .

Taking Kepler-type light field camera as an example, Fig. 9 illustrates the following
components: (1) Object point plane; (2) Front end face of the main lens; (3) Main lens plane;
(9) Main lens imaging surface; (5)Microlens array plane; (6) CCD plane; (7)Refocusing plane;
(8)Focal plane of the microlenses. When the light is refocused on plane (7) and forms a clear
image, the following relationships hold:
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Fig. 9. Schematic diagram of depth measurement principle.

1. 1_1
a b f

. 13
1,11 ()
ImaO bZ fm

Here,a,=a, +d, b;=b; +b,, I'=1,,a, . Simplify Eq. (13) to yield:

d={ it —{b3 —( i —(lmao)‘l)_l}_l}l —a. (14)

Therefore, for a determined depth position, a one-to-one correspondence exists between d
and aj .

2.6. Principle of three-dimensional flow field measurement in a PSV light field

Fig. 10 shows a schematic diagram of the measurement principle of light field PSV. According
to the applicable characteristics of PSV, relatively sparse tracer particles are scattered in the
flow field to represent the flow characteristics. A controller controls the triggering of the
light field camera and the light source simultaneously, capturing the particle trajectory map
within the flow field. The particles' three-dimensional velocity field can be obtained by

processing the flow field trajectory map.
Light source

Controller

Light field c’amera

Computer

Fig. 10. Schematic diagram of the PSV measurement principle in a light field.
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Light field particle image processing involves two main steps: identifying two-
dimensional trajectories and confirming three-dimensional depth information. The method
requires the following steps: i) depth information acquisition, calibration of the microlens
center, and determining key parameters such as magnification and the camera’s internal
characteristics. These substeps prepare the system for extracting the necessary data. Next,
refocusing calibration plates at different positions to create a relationship curve between d
(the depth position) and ¢ (the refocusing coefficient). Finally, this data will generate and

process the depth map. ii) identifying two-dimensional trajectories, i.e.,, beginning by
applying refocusing and full-focusing processing to the captured flow field images, using
preprocessing methods to clean and enhance the images. These substeps include threshold
segmentation, dilation, erosion, removing artifacts, skeleton extraction, and eliminating cross
lines. The result is a clear two-dimensional trajectory image. iii) calculating three-
dimensional trajectories and velocities, i.e, combining the ¢, values of each pixel in the

preprocessed focused image with the depth calibration curve and depth map to calculate
three-dimensional particle trajectories; determination of the velocity field by dividing the
calculated trajectories by the exposure time.

Following this process, a robust algorithm for three-dimensional flow velocity
measurement using light field PSV is established.

3. Zemax-simulated light field imaging system construction
Zemax is a professional ray tracing software widely used in optical design, providing both

sequential and non-sequential modes. The primary difference between these two modes is
that, in non-sequential mode, rays do not interact with objects or surfaces in a predefined
order, while in sequential mode, the interaction order of light with surfaces is explicitly
defined.

This article establishes a simulated virtual Galileo light field camera model in non-sequential
mode. The principle of Galileo's light field camera is the same as that of Kepler's light field camera.
The virtual light field camera built here is the Galileo model. Whether a Galileo light field camera
or a Kepler light field camera, the relationship between d and ¢, is inversely proportional within

a specific imaging range. Fig. 11 shows the color spectrum of incident light in the virtual system.
The curve in Fig. 11a is the light source's spectral curve, representing the light source's emission
distribution at different wavelengths. Among them, point A represents incandescent lamps with a
color temperature of 2856 K. Points B represents sunlight, with a color temperature of 4874 K, C
represents daytime light with a color temperature of 6774 K, D represents standard daylight
(D65 in the figure, indicating a color temperature of 6500 K), and E represents an ideal light
source with no fixed color temperature. In Fig. 11b, “Relative weight” reflects the relative
intensity of a specific wavelength of light in the entire spectrum of the light source.

The light field imaging system consists of a main lens, a microlens array, and a CCD. The
design of a light field imaging system mainly includes four components: i) design of the main
lens, ii) design of the microlens array, iii) selection of the CCD, and iv) adjustment and
optimization of ray tracing and distances for each imaging plane.

When designing such systems, special attention should be paid to the conjugate
relationship between related surfaces and the matching of F-numbers. The microlens shape
is hexagonal in all the simulation systems described in this article. The relationship between
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the distance I, from the microlens array surface of the Galileo light field camera to the CCD
imaging surface and the focal length f;, of the microlens is given by 0.5f,,, <I,, < f,,, -

0'9 Ll L] 1 T
Cy 0.520
0.8 0.530 ! -
0.51 0.540
0.7 + 0.550 1 T -
0.560
0.6 -
0.5

0.4

0.3

0.2

(@)

Refractive weight

0.628 0.650

Wavelength, mkm (b)
Fig. 11. Color space (a) and dependence of relative weight on the wavelength (b) of incident light in the
virtual system.

This article simulates two types of Galileo light field camera imaging systems. The first
is the traditional type, where the main lens is composed of a lens group. Fig. 12 shows the
shadow mode diagram of the simulated traditional Galileo light field camera imaging system.
In Zemax, the shadow mode map is a visualization tool used to display the shadow effects of
light as it propagates through an optical system. Through the shadow mode map, users can
see the propagation paths of light in the optical system and the shadowed areas it projects
onto surfaces or other optical elements. It helps users analyze how light interacts with
optical components, ensuring efficient transmission and minimizing unnecessary loss.

The simulations showed that the traditional Galileo light field camera imaging has a
very small depth of clear imaging. An ideal lens was added to the original light field camera
imaging system to address this issue, significantly improving the imaging depth. Fig. 13
compares simulated optical paths for the two Galileo light field cameras.
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Main lens

Micro lens array

Fig. 12. Shadow mode map of a traditional
Galileo light field camera.

————— 20 mm CCD plane
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Fig. 13. Comparison of the simulated optical paths for two Galileo light field cameras: (a) light path
simulation for a traditional Galileo light field camera; (b) light path simulation for an improved Galileo
light field camera.

Table 1 presents the parameters of the improved Galileo light field camera system at a
working distance of 5 mm. In this system, the main lens is composed of multiple lens groups,
and during the design process, the F-number of the main lens and the microlens are assumed
to be equal. The microlens' shape is hexagonal and arranged in a honeycomb pattern.

Fig. 14 shows the angle diagram of the light source in the simulation system, while
Fig. 15 displays the shadow pattern diagram of the improved Galileo light field camera
imaging system.
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Scan Angles:
0

-90
Source Directivity Plot

Fig. 14. Angle diagram of the light source in the simulated system.

Table 1. Parameters of the improved Galileo light field camera system

Parameter Quantity unit

Distance from the object surface to the main lens 5 mm
Diaphragm diameter 4 mm

Microlens’ focal length 5 mm

Distance from the main lens to the virtual image plane 62.5 mm
Distance from the virtual image plane to the microlens -20 mm
Distance from the microlens array to the CCD 3.983 mm
Single pixel size 0.0031 mm

Sensor Size 18.7x10.7 mm

Sensor pixel count 6223x3556 pcs

Number of microlenses in the array 147x84 pcs

Number of pixels covered by a single microlens 41 pcs
Single microlens circumdiameter 0.127 mm

Main lens

Micro lens array

/

Main lens virtual

Ideal lens

|

t image plane

1 200 mm

Fig. 15. Fan-shaped diagram of light rays in the improved Galileo light field camera system.
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4. Calibration and analysis of Zemax-simulated light field imaging system

4.1. Analysis

In the Galileo simulation light field imaging system, a whiteboard was introduced to trace
3x108 light rays. The imaging results are compared with those of the commercial Raytrix R12
Micro, as shown in Fig. 16. The comparison shows that the imaging effect is essentially the
same as that of commercial light field cameras.

L L L L L L L L L L L L L L LA
ERAERIRENATEEIRAFEEEES

L
LA L L R L
ll"ﬁﬂ:llill[ LEL]

LK
EEERIRNESERRSEANANIES
f!"‘.I'.-I‘-l“‘“.'.l""-tl

(b)
Fig. 16. Comparison of whiteboard imaging using a light field camera: (a) whiteboard image from the
simulated light field system; (b) whiteboard image captured by the Raytrix R12 Micro.

By importing the example diagram of the ZEMAX system into the improved Galileo light
field system and tracing 3x108 rays, the light field imaging comparison diagram was
obtained under different working distances (Fig. 17). It can be seen that the imaging effect is
consistent with the theory (see Eq. 14).

The simulations show that increasing the number of rays used for tracking results in
higher intensity and clearer images. However, this also causes the program to run slower.

(d) (e) 0

Fig. 17. Imaging comparison of the improved Galileo light field camera at different working distances:
(a) d=8mm, (b) d=7mm, (c) d=6mm, (d) d=5mm, (e) d=4mm, (f) d=3mm.
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After exporting the image of the dot calibration plate of the Zemax simulation system at
the clearest imaging position, the previously established algorithm calculated the center of
each microlens. Fig. 19 shows the calculation result, where the center points marked with
red "+" symbols represent the calibrated centers of the microlenses. The results demonstrate
a high level of accuracy in the calculations.

r'

Fig. 19. The results of calculating the microlens center in the Zemax light field simulation system.

The next step is refocusing all the circular point calibration plate images obtained from
different imaging positions within the simulation system for a« & (0.1~3.1), and calculating
the a~6 (d represents the standard deviation of each pixel's grayscale value from the average
grayscale value of the entire image, and it is used here to characterize the clarity of the
image) curves and d~ ¢ calibration curves for different imaging positions. Figs. 20 and 21

show the results. Fig. 21 shows the depth calibration curve obtained. Based on this curve, the
relationship between d and o, within the effective imaging range of the system designed can

be known. When measuring, one can calculate the full focus map of the measured trajectory
and then calculate the o value of each pixel in the full focus map to obtain the

corresponding d value (i.e., the value in the depth direction). Combined with the known two-
dimensional information, the three-dimensional information of the entire trajectory in space
can be obtained.

The simulated Galileo light field imaging system demonstrates clear recognition
between d=7 mm and d=3 mm, while positions closer than 3mm fall beyond the
measurement range of the virtual light field system. When calibrating the depth, portions
outside the measurement range are excluded.

During the design process, balancing spatial sampling and angular sampling is crucial.
These factors exhibit a trade-off relationship in the second-generation light field imaging
system. In the sampling process of a light field camera, the number of microlens arrays
determines the spatial sampling of the system, and the number of pixels covered by a single
microlens determines the angle sampling of the light field camera. The second-generation
light field camera's sampling method differs from the first-generation light field camera,
exchanging redundant angle resolution for more spatial resolution. Therefore, in the design
of a microlens array, a balance must be struck between the size of a single microlens and the
total number of microlenses [27].
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Fig. 20. Curves of a~6 for the circular calibration plate at different positions in the improved Zemax
light field system: (a) d=7mm, (b) d=6mm, (c) d=5mm, (d) d=4mm, (e) d=3mm, (f) d=2mm, (g) d=1mm.
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Fig. 21. Calibration curve of the improved Zemax light field simulation system d~ ¢, .

5. Research of the PSV based on the simulated light field three-dimensional
measurement system
Due to the limitations of Zemax simulation software in imaging dynamics, the algorithm

requires multiple static images at different time points and depth positions to synthesize
virtual light field trajectory maps.

In this study, a square black pixel block is used as the original experimental image and
imported into the virtual light field imaging system for analysis.

After importing the original black square pixel block image into the virtual light field
imaging system, with a working distance of 7 mm, the light field image is exported.
Subsequently, the black pixel block is moved 6 pixels to the right, imported into the
Zemax light field simulation system, and imaged with the working distance set to
6.9 mm. This process repeats, reducing the working distance by 0.1 mm for every 6-pixel
movement of the black pixel block towards the right until the working distance
reaches 3 mm.

The process involved 41 black pixel blocks at different positions and working distances.
Fig. 22 presents the light field simulation imaging results at various positions and working
distances of the black square pixel blocks.

The algorithm retrieved a light field trajectory map with an imaging depth ranging from
7 mm to 3 mm by combining and processing all the light field images at different positions
and working distances. Fig. 23 shows the resulting simulation trajectory diagram for the
Zemax light field system.

According to the optical field PSV three-dimensional measurement algorithm
established in reference [21], the virtual optical field trajectory map undergoes refocusing
and focusing processing. The resulting full-focus map is color-reversed and then processed
sequentially through binarization, erosion and expansion, removal of small targets, skeleton
extraction, and elimination of intersection lines. Finally, the two-dimensional position map of
the trajectory is obtained, as shown in Fig. 24.

By combining the obtained depth calibration curve of the virtual light field system
d~ oy as shown in Fig. 23, the three-dimensional information of the virtual light field

trajectory map was derived, as shown in Fig. 25.
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Fig. 22. Simulated light field imaging results of the black square at different positions and imaging
distances: (a) d=7 mm, (b) d=6 mm, (c) d=5 mm, (d) d=4 mm, (e) d=3 mm.
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Fig. 24. Two-dimensional preprocessing diagram of the Zemax light field system simulation trajectory.
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6. Conclusions and outlook
This article uses Zemax software to construct a simulated virtual Galileo-type light field

camera, analyze the imaging characteristics of the simulated light field system, and derive
the depth calibration curve of the Zemax-simulated virtual light field imaging system.
Additionally, a virtual light field three-dimensional trajectory map was synthesized and
combined with the depth calibration curve of the simulated light field imaging system and
the established light field PSV three-dimensional flow field processing algorithm. This
method allowed for the extraction of three-dimensional information from the virtual motion
trajectory, establishing a simulated light field PSV three-dimensional measurement system.

However, the PSV 3D flow field processing algorithm based on light field imaging presented
in this article cannot currently determine the direction of the trajectory. In experimental
applications, it must be inferred indirectly by manipulating exposure times to produce distinct
trajectory patterns, such as "short-long-short" or "long-long-short" configurations.

Future advancements in this domain will require collaborative efforts from scholars to
develop a robust 3D flow field measurement algorithm based on light field PSV, capable of
accurately determining trajectory direction. Such innovations would significantly enhance
the utility and precision of light field imaging in three-dimensional flow field measurement.
Acknowledgements. The author would like to express her gratitude to EditSprings
(https://www.editsprings.cn ) for the expert linguistic services provided.
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Anomayis. TexHosaozis egi3yanizayii ceimsnosozo nosasa moxce ¢pikcysamu [HmMeHcusHicms cgimaa ma
HanpsiMoK ti02o NOWUPEHHS1 8 Mexcax 00HIEl ekcno3uyii, wo 00380.151€ BUKOHY8AmMuU MpusuMipHy eizyasizayiro,
cnpowyrovu npu YoMy CKAAOHICMb ekchepumeHmy. Y nopieHsAHHI 3 mpaduyiliHumMu Memooamu, makumu sK
aHemomempisl 3a 306pafceHHAMU YACMUHOK | aHeMoMempisi 3a 6{0CmexiceHHAM YaCMUHOK, aHemMomempis 3a
mpekamu yacmuHok (PSV) poswuptoe eepxHio medxcy sumiprosaHoi weudkocmi, epekmusHo npayre npu
MeHwill iHmeHcusHocmi ceimaa ma mae cymmesi nepeedzu npu aHAI3l BUCOKOWBUOKICHUX NOMOKIS.
Inmeepayiss memodis eizyanizayii ceim.s108020 nosss ma gumiptogarHsi PSV noedHye 6 cobi cuibHi cmopoHu
060x memodis, wo pobumv yell nioxid 0cobAUB0 nepcneKmMueHUM 0151 MPUBUMIPHUX 00CAIONHCEHb NOAs
nomoky. [lonpu eeauxutl nomenyia, ysa 2a1y3e 3aAUUAEMbCA HEOOCMAMHLO 8U84EHOK. PaHiue asmopom
6ysn1a pospobseHa MpusuMIipHa cucmema eKCnepuMeHma/nabHo20 SUMIDIO8AHHS NO/S NOMOKY HA OCHOBI
c8ims108020 noss PSV. Y yiii cmammi asmop eukopucmosye npozpamHe 3a6e3neveHHs Zemax 011 CmeopeHHs
cucmemu Mo0eI08aAHHS 306pAXCeHHsl c8iIM/108020 hoss [anineisozo muny 8 HenocaidogHOMy pescumi. Byau
NpoaHa/i308aHI Xapakmepucmuku 306paxceHHst Yiei cucmemu, wjo 003804U10 OMPUMAMuU Kaai6pyeaabHy
Kpugy 2AubuHu 04151 3M00e/b08aHOT 8ipmyaibHOI cucmemu gi3yanizayii ceim/108020 N0AsI Ma CUHMEMUYHY
mpusumipHy kapmy mpaekmopii. TpusumipHa mpaekmopis 6y1a peKoHcmpyr8aHa 3a donoMo2010 Ybo20
aszo0pummy WAIXOM iHmeepayii Kpusoi kanibpyeaHHs 2AUOUHU 3 A/120PUMMOM BUMIPHOBAHHS MdA 06PO6KU
MmpusuUMIpHO20 N0/S1 NOMOKY HA OCHOBI c8iM108020 no/is1 PSV. Ljum docaidxceHHsAM 8CmMaHO81eHO cmpyKmypy
Mo0ent08aHHsl Zemax 045 ceimaoeozo noas PSV i 3anpononosaHo sadxicnusei daHi Mo0enr08aHHA 045
docidxceHb mpusuUMipHO20 BUMIPIOBAHHI NO/ISI NOMOKY 3 BUKOPUCMAHHSAM €8im.108020 noAs PSV.

Kawuosi caosa: sizyanizayis ceimso8020 noJsi, eesocumempis 3a mpekamu 4acmuHok, 3D eumMipro8aHHsl,
MO00en08aHHS Zemax
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