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#### Abstract

The optical properties of binary phase elements (BPE) are described by using the method of coordinate-frequency distribution of signals. The analytical expressions for the autocorrelation function and the Wiener spectrum of the BPE spatial frequencies are obtained. On their basis the generalized optical parameter for a quantitative estimation of the level of optical noise and the fluctuation of the intensity of the Wiener spectrum interference pattern is calculated. A statistical description of the phase elements is suggested, on the basis of which the parameter of non-orthogonality is introduced. It characterizes the binary phase distribution for the classes of orthogonal, quasi-orthogonal and random phase elements. A diagram representation (optical parameter vs non-orthogonality parameter) for the description of the classes of orthogonal, quasi-orthogonal and random phase elements is introduced.
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## 7. Conclusions

## 1. Introduction

The use of the binary phase elements permits to increase essentially the efficiency of the holographic system for image recognition $[1-4,6,7,9]$. The most popular for such system becomes the binary optical elements with random distribution of phase called in [1] the random phase masks.

In the paper by Javidi and Horner [2] the security verification technique was realized for the first time. This method is based on the exploiting of the random phase masks as the input image in the optical correlator [5]. This method was modified and experimentally verified in the [3]. The study of the influence of the structure of the random phase mask on the Wiener spectrum of spatial frequencies and on the behaviour of the autocorrelation function shows that the random binary phase masks have a series of advantages in comparison with the amplitude masks, particularly, they have a low noise level.

The holographic image recognitions by using the random phase masks were studied in the paper [4]. Besides the binary masks, the masks with multilevel phase shift of certain elements were examined [6-9]. However, there was not any systematic approach to the study of the properties of different types of binary phase masks.

Although the main attention was paid to the phase elements with random phase distribution, it is worth to note that for tasks of image recognition a wider class of phase elements having certain symmetrical or structural properties may be used. In particular, one may use such phase elements constructed on the basis of the Hadamard orthogonal matrices [10-12]. In our previous paper [13] we have suggested a statistical approach to the
description of a wide class of quasi-orthogonal phase elements, which contains both the completely ordered (with respect to orthogonality criteria) phase elements and the random phase elements.

In the present paper the method of coordi-nate-frequency distribution of signals (CFDS) [16-19] is elaborated to the description of the binary phase elements with an arbitrary phase distribution. The idea of this method is to construct the CFDS functional which permits to describe self-consistently the properties of the optical element both in the coordinate and frequency planes. We have obtained the analytical expressions for the autocorrelation function and the Wiener spectrum. We have performed numerical calculations of the optical properties of different types of phase masks.

We have suggested a systematic statistical approach to study a wide class of the binary phase elements including the random phase masks [28]. We have proved that the nonorthogonality parameter introduced in paper [13] permits within the frames of a unique approach to describe the properties of both the quasi-orthogonal and quasi-collinear binary phase masks. It is shown that every class is characterized by the statistical description of the non-diagonal elements of a matrix $\mathbf{S}$, constructed from the scalar products of the rows (columns) of the initial matrix of phase elements. It is found that during the process of randomization of the ordered phase elements the $\delta$-like peaks are transformed into Gaussian curves that become broader and are transformed into the Gaussian distribution of random masks. A two-parameter representation of the properties of different classes of the $B P E$ is suggested.

## 2. Description of the optical proper-

 ties of the binary phase elements
### 2.1. Definition of the BPE

Consider the plane rectangle phase element consisting of $N \times M$ identical elementary cells of the sizes $T_{x} \times T_{y}$. The transmission function of a separate cell with the coordinates $n, m$ has the form

$$
\begin{align*}
t_{n, m}(x, y)=\operatorname{rect} & \left(\frac{x}{T_{x}}\right) \operatorname{rect}\left(\frac{y}{T_{y}}\right) \\
& \times \exp (i \pi \phi(n, m)), \tag{1}
\end{align*}
$$

where rect $\left(x / T_{x}\right)$ is the rectangle pulse [14].
The distribution of the complex amplitude of the light wave on the exit of such an element is given by the following function [13,28]

$$
\begin{align*}
& f(x, y)= \\
& \begin{array}{l}
\sum_{n=1}^{N} \sum_{m=1}^{M} \operatorname{rect}\left(x-\left[n-\frac{N+1}{2}\right] T_{x}\right) \\
\quad \times \operatorname{rect}\left(y-\left[m-\frac{M+1}{2}\right] T_{y}\right) \\
\quad \times \exp (i \pi \Delta \phi(n, m)),
\end{array}
\end{align*}
$$

that, generally speaking, does not split with respect to the variables $x$ and $y$. Every elementary cell changes the phase of an incident plane wave by the quantity $\Delta \phi(n, m)=$ $\phi(n, m)-\phi_{0}$, where $\phi_{0}$ is constant. In what (such?) follows we shall consider the phase elements, the elementary cellof which changes the phase by the quantity $\Delta \phi(n, m)=0 ; 1$.

Then the distribution of the phase is completely described by the matrix

$$
\begin{equation*}
\mathbf{A}=\left[A_{n m}\right], \tag{3}
\end{equation*}
$$

where the coefficients $A_{n m}$ take values +1 ; -1 . As a result the function (2) is real, i.e. $f^{*}(x, y) \equiv f(x, y)$. The phase elements described by formulae (2), (3), will be called the binary phase elements.

In Fig. 1 we have displayed the typical cases of different classes ofthe binary phase elements which will be described in Section 4.

On the basis of the definition (1)-(3), the Fourier-spectrum of the binary phase element can be presented in the form of the product

$$
\begin{equation*}
F\left(\omega_{x}, \omega_{y}\right)=F_{0}\left(\omega_{x}\right) F_{0}\left(\omega_{y}\right) \Phi\left(\omega_{x}, \omega_{y}\right) \tag{4}
\end{equation*}
$$

Here

$$
F_{0}\left(\omega_{x}\right) F_{0}\left(\omega_{y}\right)=\operatorname{sinc}\left(\frac{T_{x} \omega_{x}}{2 \pi}\right) \operatorname{sinc}\left(\frac{T_{y} \omega_{y}}{2 \pi}\right)
$$

is the Fourier spectrum of the elementary cell (1). The function

$$
\begin{align*}
\Phi\left(\omega_{x}, \omega_{y}\right)= & C_{N M}\left(\omega_{x}, \omega_{y}\right) \sum_{n=1}^{N} \sum_{m=1}^{M} A_{n m} \\
& \times \exp \left[-i\left(n T_{x} \omega_{x}+m T_{y} \omega_{y}\right)\right] \tag{5}
\end{align*}
$$

describes the Fourier-spectrum of the phase distribution. The presence of the factor

$$
\begin{align*}
& C_{N M}\left(\omega_{x}, \omega_{y}\right)= \\
& \exp \left[i\left(\frac{N+1}{2} T_{x} \omega_{x}+\frac{M+1}{2} T_{y} \omega_{y}\right)\right] \tag{6}
\end{align*}
$$

is connected with the chosen reference frame in the centre of the phase element of an arbitrary size (see (2)).

### 2.2. The basic functional of the coor-dinate-frequency distribution

Let us construct the coordinate-frequency distribution (CFD) for the phase element (2). As a definition of such distribution, let us take the functionals in the form of the Woodword ambiguity function [16]:
the coordinate representation:

$$
\begin{array}{r}
\mathcal{W}_{f_{1} f_{2}^{*}}\left(\mathbf{r}_{\mathbf{0}} ; \omega_{\mathbf{0}}\right)=\int_{-\infty}^{\infty} \mathrm{f}_{1}\left(\mathbf{r}+\frac{\mathbf{r}_{\mathbf{0}}}{\mathbf{2}}\right) \mathbf{f}_{\mathbf{2}}^{*}\left(\mathbf{r}-\frac{\mathbf{r}_{\mathbf{0}}}{\mathbf{2}}\right) \\
 \tag{7}\\
\times \exp \left(-i \omega_{\mathbf{0}} \mathbf{r}\right) \mathbf{d r}
\end{array}
$$

the space-frequency representation:

$$
\begin{align*}
& \mathcal{W}_{F_{1} F_{2}^{*}}\left(\omega_{\mathbf{0}} ; \mathbf{r}_{\mathbf{0}}\right)= \\
& \begin{aligned}
& \frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} F_{1}\left(\boldsymbol{\Omega}+\frac{\omega_{\mathbf{0}}}{\mathbf{2}}\right) F_{2}^{*}\left(\boldsymbol{\Omega}+\frac{\omega_{\mathbf{0}}}{\mathbf{2}}\right) \\
& \times \exp \left(i \mathbf{r}_{\mathbf{0}} \boldsymbol{\Omega}\right) \mathbf{d} \boldsymbol{\Omega}
\end{aligned}
\end{align*}
$$

where $F_{1}(\omega), F_{2}(\omega)$ are the Fourier transforms of the functions $f_{1}(\mathbf{r})$ and $f_{2}(\mathbf{r})$, respectively.

For the functionals (7)-(8), the theorem of identicity is valid [16]

$$
\begin{equation*}
\mathcal{W}_{f_{1} f_{2}^{*}}\left(\mathbf{r}_{\mathbf{0}} ; \omega_{\mathbf{0}}\right) \equiv \mathcal{W}_{\mathbf{F}_{\mathbf{1}} \mathbf{F}_{\mathbf{2}}^{*}}\left(\omega_{\mathbf{0}} ; \mathbf{r}_{\mathbf{0}}\right) \tag{9}
\end{equation*}
$$



Fig. 1. Different types of the binary phase elements: a) - the canonical Hadamard matrix; b) random matrix; c) - chess-like matrix.

We used the distribution functions for denoting the form of representation of the functional, as the indices, and a sequence of conjugate coordinates $\mathbf{r}_{\mathbf{0}}$ and $\omega_{\mathbf{0}}$, as the arguments (the former is the proper coordinate of the distribution).

The exploiting of the method of distribution of signals allows one to describe the optical properties of the elements of optical schemes both in the coordinate and frequency planes.

Using the distribution (7) under the condition $\mathbf{r}_{\mathbf{0}}=\mathbf{0}$ with the help of the operator of the inverse Fourier transformation $\hat{\mathcal{F}}^{-1}$ according to direct scheme one can uniquely and completely reproduce the intensity of the diffracted light

$$
\begin{equation*}
\hat{\mathcal{F}}^{-1}\left\{W_{f f^{*}}\left(0 ; \omega_{\mathbf{0}}\right)\right\}=|f(\mathbf{r})|^{2} \tag{10}
\end{equation*}
$$

On the contrary, if $\omega_{\mathbf{0}}=\mathbf{0}$, the Wiener (power) spectrum of the spatial frequencies can be restored by using the operator of the direct Fourier transform $\hat{\mathcal{F}}$ according to the inverse scheme

$$
\begin{equation*}
\hat{\mathcal{F}}\left\{W_{F F^{*}}\left(0 ; \mathbf{r}_{\mathbf{0}}\right)\right\}=|F(\omega)|^{2} \tag{11}
\end{equation*}
$$

### 2.3. The coordinate-frequency distribution of the BPE

To construct the coordinate-frequency distribution of the binary phase element, let us use the spatial-frequency representation (8). From equation (4), one can write the general expression for the coordinate-frequency distribution of the binary phase element in
the form of an expansion with respect to the shifted functionals of the elementary cells $\mathcal{W}_{F_{0} F_{0}^{*}}\left(\omega_{0 x} ; x_{0}-k T_{x}\right) \mathcal{W}_{F_{0} F_{0}^{*}}\left(\omega_{0 y} ; y_{0}-l T_{y}\right):$

$$
\begin{align*}
& \mathcal{W}_{F F^{*}}\left(\omega_{0 x}, \omega_{0 y} ; x_{0}, y_{0}\right)= \\
& C_{N M} \sum_{k=-(N-1)}^{N-1} \sum_{l=-(M-1)}^{M-1} Q_{k l}^{(1)}\left(\omega_{0 x}, \omega_{0 y}\right) \\
& \times \mathcal{W}_{F_{0} F_{0}^{*}\left(\omega_{0 x} ; x_{0}-k T_{x}\right)}^{\times \mathcal{W}_{F_{0} F_{0}^{*}}\left(\omega_{0 y} ; y_{0}-l T_{y}\right),}
\end{align*}
$$

where

$$
\begin{align*}
& Q_{k l}^{(1)}\left(\omega_{0 x}, \omega_{0 y}\right)=\sum_{n=1}^{N-k} \sum_{m=1}^{M-l} A_{n+k m+l} A_{n m} \\
& \quad \times \exp \left\{-i\left[\left(n+\frac{k}{2}\right) T_{x} \omega_{0 x}\right.\right. \\
& \left.\left.\quad+\left(m+\frac{l}{2}\right) T_{y} \omega_{0 y}\right]\right\} . \tag{13}
\end{align*}
$$

The multiplier $C_{N M}=C_{N M}\left(\omega_{0 x}, \omega_{0 y}\right)$ is given by (6). The analytical derivation of formulae (12)-(13) can be found in the paper presented by the authors [28].

The frequency functions (13) are determined only through the binary distribution of the phase and their form coincide with the definition of the basis functional distribution (7).

The main peculiarity of the functional of phase distribution is that such a distribution is discrete and continuous: it is discrete with respect to indices $k$ and $l$ (i.e. with respect to coordinates) and continuous with respect to spatial frequency $\omega_{\mathbf{0}}\left(\omega_{\mathbf{0 x}}, \omega_{\mathbf{0 y}}\right)$. However, it can not be reduced to the symmetric form
(7) since the indices of summation are integer numbers.

In the paper [16] for the coordinatefrequency distribution of the rectangle pulse the following formula was derived

$$
\begin{align*}
& \mathcal{W}_{f_{0} f_{0}^{*}}\left(x_{0} ; \omega_{0}\right)= \\
& \frac{\sin \left(\frac{\omega_{0}}{2}\left[T_{x}+x_{0}\right]\right)}{\frac{\omega_{0} T_{x}}{2}} \operatorname{rect}\left(\frac{T_{x}+2 x_{0}}{2 T_{x}}\right) \\
& +\frac{\sin \left(\frac{\omega_{0}}{2}\left[T_{x}-x_{0}\right]\right)}{\frac{\omega_{0} T_{x}}{2}} \operatorname{rect}\left(\frac{T_{x}-2 x_{0}}{2 T_{x}}\right) . \tag{14}
\end{align*}
$$

With the help of (14) one can easily obtain the coordinate-frequency distribution of the elementary cell (1).

### 2.4. The Wiener spectrum of the spatial frequencies of the BPE

Let us use the inverse scheme of restoration (11). As a result, the following formula holds for the Wiener spectrum of the spatial frequencies of the phase element:

$$
\begin{equation*}
\left|F\left(\omega_{x}, \omega_{y}\right)\right|^{2}=\left|F_{0}\left(\omega_{x}\right) F_{0}\left(\omega_{y}\right)\right|^{2} \mathcal{M}\left(\omega_{x}, \omega_{y}\right), \tag{15}
\end{equation*}
$$

where the modulation function $\mathcal{M}\left(\omega_{x}, \omega_{y}\right)$ (it is determined only by the binary phase distribution) has the form of the two-dimensional Fourier expansion [13]

$$
\begin{align*}
& \mathcal{M}\left(\omega_{x}, \omega_{y}\right)=Q_{00}^{(1)} \\
& +2\left\{\sum_{k=1}^{N-1} Q_{k 0}^{(1)} \cos \omega_{x} k T_{x}+\sum_{l=1}^{M-1} Q_{0 l}^{(1)} \cos \omega_{y} l T_{y}\right. \\
& \quad+\sum_{k=1}^{N-1} \sum_{l=1}^{M-1}\left[Q_{k l}^{(1)} \cos \left(\omega_{x} k T_{x}+\omega_{y} l T_{y}\right)\right. \\
& \left.\left.\quad+Q_{k l}^{(2)} \cos \left(\omega_{x} k T_{x}-\omega_{y} l T_{y}\right)\right]\right\} . \tag{16}
\end{align*}
$$

We consider two types of the Fourier coefficients

$$
\begin{align*}
& Q_{k l}^{(1)}= Q_{k l}^{(1)}(0,0)= \\
& \sum_{n=1}^{N-k} \sum_{m=1}^{M-l} A_{n+k m+l} A_{n m}, \\
& Q_{k l}^{(2)}=Q_{k l}^{(2)}(0,0)= \\
& \sum_{n=1}^{N-k} \sum_{m=1}^{M-l} A_{n+k m} A_{n m+l}, \tag{17}
\end{align*}
$$



Fig. 2. Joint transform correlator.

The coordinate-frequency distribution of such signal is given by

$$
\begin{align*}
& \mathcal{W}_{f f^{*}}\left(x_{0}, y_{0} ; \omega_{0 x}, \omega_{0 y}\right)= \\
& \mathcal{W}_{f_{1} f_{1}^{*}}\left(x_{0}, y_{0} ; \omega_{0 x}, \omega_{0 y}\right) \exp \left(+i b \omega_{0 y}\right) \\
& +\mathcal{W}_{f_{2} f_{2}^{*}}\left(x_{0}, y_{0} ; \omega_{0 x}, \omega_{0 y}\right) \exp \left(-i b \omega_{0 y}\right) \\
& +\mathcal{W}_{f_{1} f_{2}^{*}}\left(x_{0}, y_{0}+2 b ; \omega_{0 x}, \omega_{0 y}\right) \\
& +\mathcal{W}_{f_{2} f_{1}^{*}}\left(x_{0}, y_{0}-2 b ; \omega_{0 x}, \omega_{0 y}\right) \tag{21}
\end{align*}
$$

In the first cascade of the JTC an exact condition of the Fourier transform that is given by the matrix

$$
\mathbf{M}=\left[\begin{array}{cc}
0 & -\frac{f_{0}}{\kappa}  \tag{22}\\
\frac{\kappa}{f_{0}} & 0
\end{array}\right]
$$

( $\kappa=2 \pi / \lambda$ is the wave number, $\lambda$ is the light wave length, $f_{0}$ is the focal distance) is realized. Thus in the frequency plane one gets the distribution

$$
\begin{equation*}
\mathcal{W}_{g_{1} g_{1}^{*}}\left(\mathbf{r}_{0} ; \omega_{0}\right)=\mathcal{W}_{f f^{*}}\left(-\frac{f_{0}}{\kappa} \omega_{0} ; \frac{\kappa}{f_{0}} \mathbf{r}_{0}\right) . \tag{23}
\end{equation*}
$$

Putting $\mathbf{r}_{\mathbf{0}}=\mathbf{0}$ according to the direct scheme (10) one gets the joint Wiener spectrum of the spatial frequencies of two phase elements

$$
\begin{equation*}
\left|g_{1}(\mathbf{r})\right|^{2}=\frac{1}{\left(\lambda f_{0}\right)^{2}}\left|F\left(\frac{\kappa}{f_{0}} \mathbf{r}\right)\right|^{2} \tag{24}
\end{equation*}
$$

Let us note that this is equivalent (see Subsection 2.4.) to an application of the inverse restoration scheme for the coordinatefrequency distribution of the input signal (11).

The Wiener spectrum (24) produced as an output of the first cascade is the input signal for the second cascade of the JTC. The coordinate-frequency distribution of such signal has the form

$$
\begin{align*}
& \mathcal{W}_{\left|g_{1}\right|^{2}\left|g_{1}\right|^{2}}\left(\mathbf{r}_{0} ; \omega_{0}\right)=\frac{1}{(2 \pi)^{2}} \\
& \times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathcal{W}_{f f^{*}}\left(-\frac{f_{0}}{\kappa}\left[\boldsymbol{\Omega}+\frac{\omega_{0}}{2}\right] ; 0\right) \\
& \times \mathcal{W}_{f f^{*}}\left(-\frac{f_{0}}{\kappa}\left[\boldsymbol{\Omega}-\frac{\omega_{0}}{\mathbf{2}}\right] ; 0\right) \\
& \times \exp \left(i \mathbf{r}_{\mathbf{0}} \boldsymbol{\Omega}\right) \mathbf{d} \boldsymbol{\Omega} \tag{25}
\end{align*}
$$

In the second cascade, the exact Fourier transform described by matrix (22) (the focal distances of both lenses are assumed to be equal) is held as well. Then the distribution of the diffracted amplitude on the output of the second cascade can be written as

$$
\begin{align*}
& \mathcal{W}_{g g^{*}}\left(\mathbf{r}_{0} ; \omega_{0}\right)= \\
& \mathcal{W}_{\left|g_{1}\right|^{2}\left|g_{1}\right|^{2}}\left(-\frac{f_{0}}{\kappa} \omega_{0} ; \frac{\kappa}{f_{0}} \mathbf{r}_{0}\right) . \tag{26}
\end{align*}
$$

According to the similar restoration scheme on the output of the second cascade one finds the distribution of the intensity of correlation field, which with the help of (21) can be written as

$$
\begin{align*}
& \left.|g(\mathbf{r})|^{2}=\left(\frac{1}{\lambda f_{0}}\right)^{2} \right\rvert\, \mathcal{W}_{f_{1} f_{1}^{*}}(-\mathbf{r} ; 0) \\
& +\mathcal{W}_{f_{2} f_{2}^{*}}(-\mathbf{r} ; 0)+\mathcal{W}_{f_{1} f_{2}^{*}}(-\mathbf{r} ; 0) \\
& +\left.\mathcal{W}_{f_{2} f_{1}^{*}}(-\mathbf{r} ; 0)\right|^{2} . \tag{27}
\end{align*}
$$

Hence we have obtained an important result. Namely, the correlation field on the output of the JTC is described by the coordinatefrequency distribution of the input signal at the zero spatial frequency $\omega_{\mathbf{0}}=\mathbf{0}$. At the value of the transverse shift of phase elements $b \geq 2 N T$, the components of the distribution in (27) do not overlap and the square of the sum transforms into the sum of the squares of the distribution. Two first distributions describe the autocorrelation field of the 0th order of diffraction from two phase elements independently on their positions. It is especially interesting to consider the crosscorrelation field that is formed in the $\pm 1$ st order of diffraction from the shift of two phase elements in the input of the JTC

$$
\begin{align*}
& \left|g^{( \pm 1)}(x, y)\right|^{2}=\frac{1}{(2 \pi)^{2}}\left(\frac{k_{2}}{f_{0}}\right)^{2} \\
& \times\left|\mathcal{W}_{f_{1} f_{2}^{*}}(-x,-y \pm 2 b ; 0,0)\right|^{2} \tag{28}
\end{align*}
$$

Let us write explicitly distribution (28). On the basis of definition (7) for $\omega_{0}=\mathbf{0}$ the distribution determines the correlation function of the optical signals

$$
\begin{equation*}
\mathcal{W}_{f_{1} f_{2}^{*}}\left(x_{0}, y_{0} ; 0,0\right)=\varphi_{12}\left(x_{0}, y_{0}\right) \tag{29}
\end{equation*}
$$

The autocorrelation function of the elementary cell (14) is given as a product of triangle pulses [14]

$$
\begin{align*}
& \mathcal{W}_{f_{0} f_{0}^{*}}\left(x_{0}, y_{0} ; 0,0\right)=\varphi\left(x_{0}, y_{0}\right)= \\
& \operatorname{tri}\left(\frac{x_{0}}{T_{x}}\right) \operatorname{tri}\left(\frac{y_{0}}{T_{y}}\right) . \tag{30}
\end{align*}
$$

As a result, one gets on the basis of formula (12) the cross-correlation function of two binary phase elements, as the expansion of triangle pulses:

$$
\begin{align*}
& \varphi_{12}\left(x_{0}, y_{0}\right)=\sum_{k=-(N-1)}^{N-1} \sum_{l=-(M-1)}^{M-1} Q_{k l}^{(1)} \\
& \times \operatorname{tri}\left(\frac{x_{0}-k T_{x}}{T_{x}}\right) \operatorname{tri}\left(\frac{y_{0}-l T_{y}}{T_{y}}\right) . \tag{31}
\end{align*}
$$

In the present case the expansion coefficients $Q_{k l}^{(1)}$ and $Q_{k l}^{(2)}$ are calculated according to the formula (17)

$$
Q_{k l}^{(1)}=\sum_{n=1}^{N-k} \sum_{m=1}^{M-l} A_{n+k m+l} B_{n m},
$$

$$
\begin{equation*}
Q_{k l}^{(2)}=\sum_{n=1}^{N-k} \sum_{m=1}^{M-l} A_{n+k m} B_{n m+l} . \tag{32}
\end{equation*}
$$

They have the meaning of the discrete crosscorrelation functions of the binary phase distribution of two phase elements with the matrices A and B. The presence of two types of correlation coefficients (32) can be explained by the fact that the coefficient $Q_{k l}^{(1)}$ describes the cross-correlation of two phase elements in the plane in the direction of the I-III quadrants, whereas the coefficient $Q_{k l}^{(2)}$ describes the cross-correlation of two phase elements in the plane in the direction of the II-IV quadrants.

### 3.2. Hadamard-Schur multiplication in the $4 f_{0}$ scheme

Let us describe the $4 f_{0}$ scheme, consisting of the binary phase element $f_{A}(x, y)$ with the matrix $\mathbf{A}=\left[A_{n m}\right]$ in the input and the phase element $f_{B}(x, y)$ with matrix $\mathbf{B}=\left[B_{n m}\right]$ on the output (Fig. 3). We assume that the coordinate-frequency distribution $\mathcal{W}_{f_{A} f_{A}^{*}}\left(\mathbf{r}_{0} ; \omega_{0}\right), \mathcal{W}_{f_{B} f_{B}^{*}}\left(\mathbf{r}_{0} ; \omega_{0}\right)$ are constructed for the given elements.

As a result of the first and the second Fourier transforms, the transformation of the conjugated coordinates of the distribution of the first elements are described by the product of the matrices like (22)

$$
\mathbf{M}_{4 f_{0}}=\left[\begin{array}{rr}
-1 & 0  \tag{33}\\
0 & -1
\end{array}\right] .
$$

Then the diffracted amplitude $g_{1}(x, y)$, that is formed by the first phase element on the output of the $4 f_{0}$ scheme, in the input of the second phase element is described by the coordinate-frequency distribution

$$
\begin{equation*}
\mathcal{W}_{g_{1} g_{1}^{*}}\left(\mathbf{r}_{0} ; \omega_{0}\right)=\mathcal{W}_{f_{A}} f_{A}^{*}\left(-\mathbf{r}_{0} ;-\omega_{0}\right) . \tag{34}
\end{equation*}
$$

Bearing this in mind it is worth to define the inverse phase element $f_{A}^{\text {inv }}(x, y)=$ $f_{A}(-x,-y)$ which is formed on the output of the $4 f_{0}$ scheme and is described by the matrix $\mathbf{A}^{\text {inv }}=\left[A_{N+1-n M+1-m}\right]$ according to the definition (2). It is easy to show that the


Fig. 3. Optical scheme which realizes the Hadamard-Schur multiplication of two phase elements $\mathbf{A}^{\text {inv }}{ }^{\text {i }} \mathbf{B}$ (a) and the Fourier transformation of the element of the result of Hadamard multiplication $\mathbf{C}$ (b).

Fourier spectrum of the inverse phase element is given by the complex conjugate function $F^{*}\left(\omega_{x}, \omega_{y}\right)$.

The presence of the second phase element on the output of the $4 f_{0}$ scheme corresponds to the optical realization of the HadamardSchur multiplication [25] of the inverse first phase element by the second phase element
$\mathbf{C}=\mathbf{A}^{\mathrm{inv}} \odot \mathbf{B}=\left[\begin{array}{lll}A_{N+1-n} & M+1-m & B_{n m}\end{array}\right]$.
As a result one gets the new phase element $\mathbf{C}$.
Such a multiplication is described by a convolution with respect to the spatial frequency $\omega_{0}$ of the distribution of two binary phase elements

$$
\begin{align*}
& \mathcal{W}_{f_{C} f_{C}^{*}}\left(\mathbf{r}_{0} ; \omega_{0}\right)= \\
& \mathcal{W}_{f_{A} f_{A}^{*}}\left(-\mathbf{r}_{0} ;-\omega_{0}\right) \otimes_{\omega_{0}} \mathcal{W}_{f_{B} f_{B}^{*}}\left(\mathbf{r}_{0} ; \omega_{0}\right) \tag{36}
\end{align*}
$$

Let us add to the $4 f_{0}$ scheme the $2 f_{0}$ cascade in which the exact Fourier transform of the result of the Hadamard multiplication takes place. Such a cascade is described by the matrix (22) and in accordance with (23) the distribution of the diffracted amplitude

$$
\begin{equation*}
\mathcal{W}_{g g^{*}}\left(\mathbf{r}_{0} ; \omega_{0}\right)=\mathcal{W}_{f_{C} f_{C}^{*}}\left(-\frac{f_{0}}{\kappa} \omega_{0} ; \frac{\kappa}{f_{0}} \mathbf{r}_{0}\right) \tag{37}
\end{equation*}
$$

can be written through the coordinatefrequency distribution of the element, which is the result of the Hadamard multiplication.

On the basis of (36) the intensity of the diffracted light on the output plane of the $2 f_{0}$
cascade is the following

$$
\begin{align*}
& |g(\mathbf{r})|^{2}=\frac{1}{(2 \pi)^{2}} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \mathcal{W}_{f_{A} f_{A}^{*}}\left(\frac{f_{0}}{\kappa} \omega_{0} ;-\boldsymbol{\Omega}\right) \\
& \times \mathcal{W}_{f_{B} f_{B}^{*}}\left(-\frac{f_{0}}{\kappa} \omega_{0} ;-\boldsymbol{\Omega}\right) \exp \left(i \omega_{0} \mathbf{r}\right) d \boldsymbol{\Omega} d \omega_{0} . \tag{38}
\end{align*}
$$

If the integrand distribution of the binary phase elements are taken in the frequency representation (8), the two-fold integral can be done with the result

$$
\begin{equation*}
|g(\mathbf{r})|^{2}=\left|\mathcal{W}_{F_{A} F_{B}}\left(\frac{\kappa}{f_{0}} \mathbf{r} ; 0\right)\right|^{2} \tag{39}
\end{equation*}
$$

Thus, one comes to the conclusion that the Wiener spectrum of spatial frequencies for the element of the Hadamard multiplication is described by the mutual coordinatefrequency distribution of two phase elements at the zero coordinate $\mathbf{r}_{\mathbf{0}}=\mathbf{0}$. In this case for the definition (8) in the frequency plane, the coordinate-frequency distribution yields the autocorrelation function of the Fourier spectrum of two signals. On the basis of formula (12) and taking into account formula (14) for the distribution of the shifted cells one gets

$$
\begin{align*}
& \mathcal{W}_{F_{0} F_{0}^{*}}\left(\omega_{0 x} ; k T_{x}\right)= \\
& \begin{cases}\operatorname{sinc}\left(\omega_{0 x} T_{x} / 2 \pi\right) ; & \text { for } k=0 \\
0 ; & \text { for } k \neq 0\end{cases} \tag{40}
\end{align*}
$$

The similar expression is valid for the distribution $\mathcal{W}_{F_{0}} F_{0}^{*}\left(\omega_{0 y} ; l T_{y}\right)$. In such case the external sums with respect to $k$ and $l$ reduce to
one term

$$
\begin{align*}
& Q_{00}^{(1)}\left(\omega_{0 x}, \omega_{0 y}\right) \equiv \\
& Q_{00}^{(2)}\left(\omega_{0 x}, \omega_{0 y}\right)=\sum_{n=1}^{N} \sum_{m=1}^{M} A_{n m}^{i n v} B_{n m} \\
& \times \exp \left\{-i\left[n T_{x} \omega_{x}+m T_{y} \omega_{y}\right]\right\} . \tag{41}
\end{align*}
$$

According to the definition (13) the sums with respect $n$ and $m$ mean that there is an element by element multiplication of two elementary cells of phase elements, i.e. the multiplication (35) is realized.

As a result, for the coordinate-frequency distribution of the new phase element $\mathbf{C}$ one gets the following expression

$$
\begin{align*}
& \mathcal{W}_{F F^{*}}\left(\omega_{0 x}, \omega_{0 y} ; 0,0\right)=C_{N M}\left(\omega_{0 x}, \omega_{0 y}\right) \\
& \times Q_{00}^{(1)}\left(\omega_{0 x}, \omega_{0 y}\right) \mathcal{W}_{F_{0} F_{0}^{*}}\left(\omega_{0 x}, \omega_{0 y} ; 0,0\right), \tag{42}
\end{align*}
$$

that is equivalent to the Fourier spectrum (4) of the component elements.

Comparing (27) and (39) one notes that particular cases of coordinate-frequency distribution are realized in the optical schemes.

## 4. Classes of the binary phase elements

The statistical description of the binary phase elements is based on the matrix $\mathbf{S}$ of the scalar products of the rows (or columns) of the matrix $\mathbf{A}$

$$
\begin{equation*}
\mathbf{S}^{r}=\mathbf{A} \mathbf{A}^{\prime}, \quad \mathbf{S}^{c}=\mathbf{A}^{\prime} \mathbf{A} \tag{43}
\end{equation*}
$$

We shall study statistical distribution of the off-diagonal elements of this matrix

$$
\begin{equation*}
p(s)=\frac{1}{N(N-1)} \sum_{i \neq j} \delta_{s-S_{i j}, 0} \tag{44}
\end{equation*}
$$

Further it will be shown that the second moment of this distribution

$$
\begin{equation*}
d_{A}=\sum_{s=-N}^{N} s^{2} p(s)=\frac{1}{N(N-1)} \sum_{i \neq j} S_{i j}^{2} \tag{45}
\end{equation*}
$$

which we call the non-orthogonality parameter, allows to classify partially an essential part of all possible binary phase elements. Let us note that the distribution (44) (and therefore all its moments) does not depend on a
permutation of the rows (columns) of the matrix A. Besides, even moments do not depend on the change of the sign of separate rows (columns).

The introduced in this Section classification concerns an essential part of the set of the binary phase elements however does not exhaust that set. It deals with orthogonal and collinear BPE (ordered) and the random BPE into which all BPE transform after complete randomization.

### 4.1. Orthogonal BPE

The orthogonal BPE (Fig. 1 (a)) are given by the Hadamard matrices $\mathbf{H}$, that are a subset of the orthogonal matrices. The description of the Hadamard matrices and the ways to construct them can be found in [10-12]. A general algorithm of the construction of the Hadamard matrices of higher orders is based on the usage of the direct (Kronecker) product [15] of two Hadamard matrices $\mathbf{H}_{N}, \mathbf{H}_{M}$ having arbitrary sizes $N$ and $M$

$$
\begin{equation*}
\mathbf{H}_{M N}=\mathbf{H}_{N} \times \mathbf{H}_{M} \tag{46}
\end{equation*}
$$

As a result, one gets the Hadamard matrix of the size $N M$.

It is worth to separate two typical nonnormalized Hadamard matrices of 4th order which will be studied in what follows

$$
\begin{aligned}
\mathbf{H}_{4}^{(s)} & =\left[\begin{array}{rrrr}
-1 & 1 & -1 & -1 \\
-1 & 1 & 1 & 1 \\
1 & 1 & 1 & -1 \\
-1 & -1 & 1 & -1
\end{array}\right], \\
\mathbf{H}_{4}^{(d)} & =\left[\begin{array}{rrrr}
-1 & 1 & 1 & 1 \\
1 & -1 & 1 & 1 \\
1 & 1 & -1 & 1 \\
1 & 1 & 1 & -1
\end{array}\right] .
\end{aligned}
$$

The matrix $\mathbf{H}_{4}^{(s)}$ is characterized by parameter $r=0$ i.e. $\mathcal{N}_{+}=\mathcal{N}_{-}$, and it has $S$-like structure. The matrix $\mathbf{H}_{4}^{(d)}$, is characterized by the maximal value of the parameter $r$ (in the present case $r=2$ ) and it has a typical "diagonal structure".

Due to the orthogonality of the matrices $\mathbf{H}$ the matrices from the scalar products of their rows (or columns) are diagonal

$$
\begin{equation*}
\mathbf{S}=\mathbf{H H}^{\prime}=N \mathbf{I} \tag{47}
\end{equation*}
$$



Fig. 4. Wiener spectrum of the orthogonal phase elements 1) - the canonical Hadamard matrix; 2) - $S$-like (non-normalized) Hadamard matrix.
where $N$ is the size $\mathbf{H}$ and the distribution of its off-diagonal elements (44) has the form of the single peak located at the zero

$$
\begin{equation*}
p(s)=\delta_{s, 0} . \tag{48}
\end{equation*}
$$

Evidently, their non-orthogonality parameters are equal to zero $d_{A}=0$.

Let us further analyse their optical properties. For the class of orthogonal phase elements the correlation coefficients $Q_{k 0}^{(1)}=$ $Q_{0 l}^{(1)} \equiv 0$.

We shall restrict ourselves to the analysis of the one-dimensional modulation function for the class of the orthogonal phase elements. From formula (16) the modulating function becomes simpler in the direction of orthogonality (e.g. along $\omega_{x}$ axis) [28]

$$
\begin{align*}
& \mathcal{M}\left(\omega_{x}, 0\right)=N M \\
& +2 \sum_{k=1}^{N-1}\left[\sum_{l=1}^{M-1} Q_{k l}^{(1)}+Q_{k l}^{(2)}\right] \cos \omega_{x} k T_{x} . \tag{49}
\end{align*}
$$

From this formula one can see that for different types of orthogonal phase elements since $Q_{k l}^{(1)} \neq 0$ and $Q_{k l}^{(2)} \neq 0$ the Wiener spectrum of the phase element (15) is formed as a result of modulation of the Wiener spectrum of the elementary cell $\left|F_{0}\left(\omega_{x}\right)\right|^{2}$ by the periodic modulation function (49).

For the class of normalized orthogonal phase elements the function (49) has its peculiarities. At an arbitrary chosen sequence of rows (columns) of the elementary cells of phase elements the following relations for the correlation coefficients are held

$$
\begin{align*}
& A(l)=\sum_{k=1}^{N-1}\left[Q_{k l}^{(1)}+Q_{k l}^{(2)}\right] \equiv 0 \\
& A(k)=\sum_{l=1}^{M-1}\left[Q_{k l}^{(1)}+Q_{k l}^{(2)}\right] \equiv 0, \tag{50}
\end{align*}
$$

i.e. in the orthogonality direction the Wiener spectrum of the class of orthogonal phase elements reduces to the spectrum of elementary cell. This is a general property of all normalized Hadamard matrices.

In Fig. 4 we have depicted the modulation function (49) of Wiener spectrum and the corresponding coefficients (50) of the orthogonal phase elements.

It should be stressed that for the phase element, which is described by the canonical Hadamard matrix $\mathcal{M}\left(\omega_{x}, 0\right)=$ const. Numerical calculations show that $k$ and $l Q_{k l}^{(1)}=$ - $Q_{k l}^{(2)}$ for all $k$ and $l$. Thus the relation (50) are satisfied automatically.

As one can see from Fig. 4, in general case of non-normalized Hadamard matrices


Fig. 5. The distribution of the off-diagonal elements of the matrices $\mathbf{S}$ for 16 random matrices.
the correlation coefficients $A(k) \neq 0$ and, thus, the relations (50) are not satisfied.

### 4.2. Collinear BPE

The collinear BPE (Fig. 1 (c)) are described by the binary rectangle matrices composed from identical rows (columns) which differ only by signs. They can be written in the form of direct (Kronecker) product of two binary vectors $\mathbf{X}$ та $\mathbf{Y}$

$$
\begin{equation*}
\mathbf{C}=\mathbf{Y} \otimes \mathbf{X}=\left[Y_{n} X_{m}\right] \tag{51}
\end{equation*}
$$

If the size of the vector $\mathbf{Y}$ is $N$ and the size of the vector $\mathbf{X}$ is $M$ the corresponding distribution of the off-diagonal elements of the matrices composed from scalar products $\mathbf{S}^{r}$ and $\mathbf{S}^{c}$ will have the following form

$$
\begin{align*}
p(s) & =P_{-}^{r} \delta_{s+M}+P_{+}^{r} \delta_{s-M}, \\
p(s) & =P_{-}^{c} \delta_{s+N}+P_{+}^{c} \delta_{s-N} . \tag{52}
\end{align*}
$$

The heights of the peaks $P_{ \pm}^{r}$ and $P_{ \pm}^{c}$ depend on the ratio of positive and negative elements of vectors $\mathbf{Y}$ and $\mathbf{X}$, respectively.

Formally one can get that the parameter $d_{A}=M^{2}$ for matrix $\mathbf{S}^{r}$ and $d_{A}=N^{2}$ for the
matrix $\mathbf{S}^{c}$. Evidently, it has the meaning of the non-orthogonality parameter only for the square matrices when $N=M$.

For the class of collinear elements the correlation coefficients (17) become simpler

$$
\begin{equation*}
Q_{k l}^{(1)}=Q_{k l}^{(2)}=Q_{k}^{(x)} Q_{l}^{(y)}, \tag{53}
\end{equation*}
$$

where the discrete correlation functions of the basic row and column are defined as

$$
\begin{align*}
Q_{k}^{(x)} & =\sum_{n=1}^{N-k} X_{n+k} X_{n} \\
Q_{l}^{(y)} & =\sum_{m=1}^{M-l} Y_{m+l} Y_{m} \tag{54}
\end{align*}
$$

Correspondingly the modulation function can be written as a product

$$
\begin{equation*}
\mathcal{M}\left(\omega_{x}, \omega_{y}\right)=\mathcal{M}\left(\omega_{x}\right) \mathcal{M}\left(\omega_{y}\right) \tag{55}
\end{equation*}
$$

of two one-dimensional periodic functions in the form of Fourier series with correlation coefficients (54)

$$
\begin{align*}
& \mathcal{M}\left(\omega_{x}\right)=N+2 \sum_{k=1}^{N-1} Q_{k}^{(x)} \cos \omega_{x} k T_{x} \\
& \mathcal{M}\left(\omega_{y}\right)=M+2 \sum_{l=1}^{M-1} Q_{l}^{(y)} \cos \omega_{y} l T_{y} . \tag{56}
\end{align*}
$$



Fig. 6. Binary phase elements obtained as a result of randomization of the structure shown in fig. 1 a: after $k=16$ (a) $\left(d_{A} \approx 4\right), k=70(\mathrm{~b})\left(d_{A} \approx 16\right), k=2000$ (c) $\left(d_{A} \approx 64\right)$ steps of randomization.

Function $\mathcal{M}\left(\omega_{x}\right)$ is equal to zero at $\omega_{x}=0$. If the basic row $X_{n}$ and the basic column $Y_{m}$ has $N / 2$ and $M / 2$ elements equal to -1 , respectively, (54) the following relation is valid for the correlation coefficients

$$
\begin{align*}
& N+2 \sum_{k=1}^{N-1} Q_{k}^{(x)}=0 \\
& M+2 \sum_{l=1}^{M-l} Q_{l}^{(y)}=0 . \tag{57}
\end{align*}
$$

By numerical calculations we found that a number of changes of the sign for the correlation coefficients $Q_{k}^{(x)}$ and $Q_{l}^{(y)}$ are equal to a number of changes of the sign for the basic vectors $X_{n}, Y_{m}$.

### 4.3. Random BPE

Historically, the random BPE were the first BPE used in optical systems for image recognition (Fig. 1 (b)) [1-3]. The matrix elements that correspond to this BPE take the values $\pm 1$ with certain probability. We shall unify into the equivalent subsets the square matrices of the same size $N$ with the same ratio of the positive $\mathcal{N}_{+}$and negative $\mathcal{N}_{-}$elements. Evidently, the scalar products of their rows (columns) have random values in the interval $-N \ldots+N$. In the paper [13] it was shown that their distribution (44) is the Gaussian one
$p(s)=\frac{2}{\sqrt{2 \pi \sigma^{2}}} \mathrm{e}^{-\frac{(s-\langle s\rangle)^{2}}{2 \sigma^{2}}}$,

$$
\begin{equation*}
\langle s\rangle=\frac{r^{2}}{N}, \sigma^{2}=N\left(1-\frac{r^{4}}{N^{4}}\right) . \tag{58}
\end{equation*}
$$

The parameter $r=\left(\mathcal{N}_{+}-\mathcal{N}_{-}\right) / N$ describes the relation of positive and negative elements of the matrix $\mathbf{A}$.

In Fig. 5 we display the results of a numerical computation for sixteen random matrices having the size $N=256$. The solid curve corresponds to computation according to the analytical expression (58).

The non-orthogonality parameter for random matrices is equal to

$$
\begin{equation*}
d_{A}=\sigma^{2}+\langle s\rangle^{2}=N\left(1+\frac{r^{4}}{N^{3}}-\frac{r^{4}}{N^{4}}\right) . \tag{59}
\end{equation*}
$$

Evidently, these are the mean values for a subset of all random matrices of size $N$ with the parameter $r$. The parameters $\langle s\rangle$ and $\sigma^{2}$ as well as $d_{A}$ for any concrete matrix differ from the mean values because of fluctuations.

### 4.4. Randomization of the ordered phase elements

The binary matrices with the intermediate values of the non-orthogonality parameter may be obtained from the ordered ones using randomization algorithm. Every step of this algorithm is the following: random coordinates of two elements of the matrix $\mathbf{A}$ are generated and, if the elements are different we permute them. A usage of this algorithm leads to increase the non-orthogonality parameter


Fig. 7. Distribution $p(s)$ of the off-diagonal elements of the matrix $S$ for different values of the non-orthogonality parameter $d_{A}$ for randomization of the orthogonal matrix having size $N=256$.
for the orthogonal matrices and to decrease this parameter for the collinear matrices.

After a sufficiently large number of randomization steps $k$ all matrices become random and further randomization does not turn out from this class. Such a saturation is connected with the fact that the randomization algorithm permutes any two different elements including those being permutated. Let us note, that the value of $r$ conserves under such process. Besides, the obtained matrices during a sufficiently large number of steps "remember" their initial structure and "forget" it only after entering into the random region. From the physical point of view this means that the phase mask contains large connected clusters of the initial structure, sizes of which
decrease while the non-orthogonality parameter tends to the value approximately equal to $N$.

### 4.5. Quasi-orthogonal BPE

An application of the randomization algorithm to the orthogonal BPE permits one to construct a class of quasi-orthogonal BPE that is an intermediate one between the orthogonal and random BPE.

The described algorithm is illustrated in Fig. 6, where we show three masks obtained from the mask described by the canonical Hadamard matrix (Fig. 1 (a)) after $k=$ 16 (a), $k=70$ (b), $k=2000$ (c) steps of randomization.

Numerical calculations show (Fig. 7) that the randomized orthogonal matrices have the distribution (44) which is rather exactly described by (58). In the paper [13] the analytical dependences of the parameters $\langle s\rangle$ and $\sigma^{2}$ on the number of randomization steps $k$ and the number of permuted elements $\mathcal{N}_{c h}$ were found. Using these results and (58) we have obtained the solid lines in Fig. 7. In Ref. [13] the similar dependences for the nonorthogonality parameter were found. It was shown that this parameter increased during randomization from $d_{A}=0$ to $d_{A} \approx N$.

Early it is shown that for the class of normalized orthogonal phase elements one has $\mathcal{M}\left(\omega_{x}, 0\right) \equiv N M$. Let us examine the properties of that function during reorthogonalization.

In Fig. 8 the modulation function $\mathcal{M}\left(\omega_{x}, 0\right)$ of the Wiener spectrum for three different quasi-orthogonal phase elements obtained as a result of randomization of the canonical Hadamard matrix are shown.

This Figure shows that if $d_{A}=4$, the obtained matrix (Fig. 6 (a)) visually almost not differ from the canonical Hadamard matrix (Fig. 1 (a)), the majority of the correlation coefficients $A(k) \neq 0$ and the modulation function $\mathcal{M}\left(\omega_{x}, 0\right)$ respectively is characterized by more complicated dependence, in which a series of local maxima (minima) appears. With the increase of $d_{A}$ one observes an increase of the intensity of modulation function fluctuations, the maximal value of which corresponds to the regionof random phase elements with $d_{A} \approx N$. One can state that the formation of a fine structure of local maxima/minima has purely random character since we only analyse the frequency axis $\omega_{x}$ and during the randomization the change of the cell position takes place in all plane of phase element.

### 4.6. Quasi-collinear BPE

Similarly to the quasi-orthogonal BPE by means of the randomization of the collinear BPE one can construct the class of the quasicollinear BPE (Fig. 9)

In the paper [28] it is shown that the distribution (44) for quasi-collinear matrices, which are obtained from the collinear one of
the "chess-like" structure (Fig. 1(c)), is given by

$$
\begin{align*}
& p(s)=\frac{1}{\sqrt{2 \pi \sigma^{2}}} \\
& \times\left\{\left(1+\frac{1}{N-1}\right) \exp \left(-\frac{(s+\langle s\rangle)^{2}}{2 \sigma^{2}}\right)\right. \\
& \left.+\left(1-\frac{1}{N-1}\right) \exp \left(-\frac{(s-\langle s\rangle)^{2}}{2 \sigma^{2}}\right)\right\} . \tag{60}
\end{align*}
$$

The dependences of $\langle s\rangle$ and $\sigma^{2}$ on the step of randomization $k$ and the number of permutated elements $\mathcal{N}_{c h}$ are also found in this paper.

In Fig. 10 we show by symbols the distribution of the collinear matrix (like chess board) of the size $N=256$ after certain steps of randomization found numerically. Solid curves depicted the analytical dependences (60) with parameters were calculated according to the corresponding formulae [28].

## 5. The generalized optical parameter

In the present Section we shall introduce the generalized optical parameter on the basis of the results of the study of the Wiener spectra properties and correlation field for the binary phase elements.

In the previous paper [13] it was suggested to introduce the generalized optical parameter to characterize a fine structure of the Wiener spectra interference maxima (minima).

To estimate the fine structure let us introduce the difference function

$$
\begin{align*}
\Delta\left(\omega_{x}, \omega_{y}\right)= & {\left[\mathcal{M}\left(\omega_{x}, \omega_{y}\right)-N M\right] } \\
& \times\left|F_{0}\left(\omega_{x}\right) F_{0}\left(\omega_{y}\right)\right|^{2}, \tag{61}
\end{align*}
$$

that describes the deviation of the Wiener spectrum intensity in the frequency plane for the phase element from that quantity for the elementary cell.

The difference function (61) may take both positive and negative values. To characterize fluctuations it is important to consider the value of the difference function rather than its sign. Therefore, let us construct the normalized function and let us perform its averaging with respect to all spatial frequencies


Fig. 8. Modulation functions $\mathcal{M}\left(\omega_{x}, 0\right)$ of the Wiener spectra and the corresponding discrete autocorrelation function $A(k)$ quasi-orthogonal phase elements depicted in Fig. 6.
in the 0 th and $\pm 1$ st orders of diffraction

$$
\begin{array}{r}
\left.\left.\langle | \Delta\left(\omega_{x}, \omega_{y}\right)\right|^{2}\right\rangle=\frac{1}{(2 \pi)^{2}} \int_{-\pi / T_{x}}^{\pi / T_{x}} \int_{-\pi / T_{y}}^{\pi / T_{y}} \\
\left|\mathcal{M}\left(\omega_{x}, \omega_{y}\right)-N M\right|^{2} d \omega_{x} d \omega_{y} . \tag{62}
\end{array}
$$

On the basis of (16) the integration with respect to $d \omega_{x}$ or $d \omega_{y}$ reduces to $1 / 2\left[\operatorname{sinc}\left(k-k^{\prime}\right)+\operatorname{sinc}\left(k+k^{\prime}\right)\right]$. As a result one gets important relation

$$
\begin{array}{r}
\left.\left.\langle | \Delta\left(\omega_{x}, \omega_{y}\right)\right|^{2}\right\rangle=\frac{2}{N^{2} M^{2}}\left\{\sum_{k=1}^{N-1} Q_{k 0}^{(1) 2}\right. \\
\left.+\sum_{l=1}^{M-1} Q_{0 l}^{(1) 2}+\sum_{k=1}^{N-1} \sum_{l=1}^{M-1}\left[Q_{k l}^{(1) 2}+Q_{k l}^{(2) 2}\right]\right\} . \tag{63}
\end{array}
$$



Fig. 9. Binary phase elements obtained as a result of randomization of the structure shown in Fig. 1 c: after $k=16$ (a) $\left(d_{A} \approx 3850\right) ; k=70(\mathrm{~b})\left(d_{A} \approx 3118\right) ; k=2000$ (c) $\left(d_{A} \approx 68\right)$ steps of randomization.

### 5.1. Optical noise level

According to (29) the coordinatefrequency distribution uniquely defines the autocorrelation function $\varphi\left(x_{0}, y_{0}\right)$ of the phase element. For an arbitrary binary phase distribution at $x_{0}=y_{0}=0$ one has a global maximum of the intensity of the autocorrelation function

$$
\begin{equation*}
|\varphi(0,0)|^{2}=Q_{00}^{(1) 2}=(N M)^{4} \tag{64}
\end{equation*}
$$

Then the quantity averaged with the respect to all cells of the phase element

$$
\begin{align*}
\left.\left.\langle | \varphi(k, l)\right|^{2}\right\rangle & =\frac{1}{N(M-1)+M(N-1)} \\
& \times\left\{\sum_{k=1}^{N-1} Q_{k 0}^{(1) 2}+\sum_{l=1}^{M-1} Q_{0 l}^{(1) 2}\right. \\
& \left.+\sum_{k=1}^{N-1} \sum_{l=1}^{M-1}\left[Q_{k l}^{(1) 2}+Q_{k l}^{(2) 2}\right]\right\} \tag{65}
\end{align*}
$$

characterizes the averaged value of the optical noise intensity, which is also determined by the binary phase distribution. Comparing with Eq. (63) one finds

$$
\begin{array}{r}
\left.\left.\langle | \varphi(k, l)\right|^{2}\right\rangle=\frac{N M}{2[2-(1 / N+1 / M)]} \\
\left.\times\left.\langle | \Delta\left(\omega_{x}, \omega_{y}\right)\right|^{2}\right\rangle . \tag{66}
\end{array}
$$

Hence, the introduced generalized optical parameter with the accurancy up to constant multiplier characterizes the level of the optical noise of the binary phase element.

We may determine signal-to-noise ratio (SNR) of the binary phase element as follows

$$
\begin{equation*}
\mathbf{S N R}=\frac{(N M)^{2}}{\left.\left.\langle | \varphi(k, l)\right|^{2}\right\rangle} \tag{67}
\end{equation*}
$$

This quantity is an important characteristic of the binary phase element for holographic systems of the image recognition.

## 6. Two-parametric representation

### 6.1. Relation between the classes of the orthogonal and collinear phase elements

The Hadamard-Schur product of the canonical Hadamard matrix $\mathbf{H}_{c a n}$ by the inverse one $\mathbf{H}_{c a n}^{i n v}$ (see Fig. 1 (a)) gives a periodic collinear matrix $\mathbf{P}$ of the chess-like structure (Fig. 1 (c)).

$$
\begin{equation*}
\mathbf{H}_{c a n} \circ \mathbf{H}_{c a n}^{i n v}=\mathbf{C} . \tag{68}
\end{equation*}
$$

One can easily see that an arbitrary matrix $\mathbf{H}$, an arbitrary collinear matrix $\mathbf{C}$, their Hadamard-Schur product $\mathbf{H} \odot \mathbf{C}$, and matrix $\mathbf{O}$, all elements of which equal to unity form a group with the respect to the HadamardSchur multiplication. Evidently, all of them are square and of the same size.

The product like (68) may be generalized for an arbitrary quasi-orthogonal matrix A, obtained as a result of randomization of the canonical Hadamard matrix $\mathbf{H}_{\text {can }}$.

We have found [28], that knowing the non-orthogonality parameter of the matrix A,


Fig. 10. Evolution of the distribution of the off-diagonal elements of the matrix $\mathbf{S}$ while randomizing the collinear matrix of the size $N=256$.
one can find uniquely the non-orthogonality parameter of the resulting matrix of the Hadamard multiplication C (68) as follows

$$
\begin{align*}
& \mathbf{C}^{(1)}=\mathbf{A} \circ \mathbf{H}_{c a n}^{i n v}, \Longrightarrow \\
& d_{C^{(1)}}=N+N(N-1)\left(1-\frac{d_{A}}{N}\right)  \tag{69}\\
& \mathbf{C}^{(2)}=\mathbf{A} \circ \mathbf{A}^{i n v}, \Longrightarrow \\
& d_{C^{(2)}}=N+N(N-1)\left(1-\frac{d_{A}}{N}\right)^{2} . \tag{70}
\end{align*}
$$

It should be noted that similarly to (68) in both cases the matrices $\mathbf{C}^{(1)}$ and $\mathbf{C}^{(2)}$ belong to the class of quasi-collinear matrices.

Fig. 11 illustrates the dependences (69), (70) (solid curves) in comparison with the re-
sults of the direct numerical calculations of the parameter $d_{C}$.

Direct numerical calculations confirm the linear (69) and parabolic (70) dependences of the non-orthogonality parameter of the resulting matrix of the Hadamard multiplication C. The obtained results show that there is a relationship between the introduced above classes of quasi-orthogonal and quasi-collinear phase elements.

Let us stress that the construction of the matrices with the intermediate values of the non-orthogonality parameter by means of randomization does not exhaust all set of matrices with the given parameter $d_{A}$, since it is possible to construct the matrices with the


Fig. 11. Linear (1) and parabolic (2) dependences between the non-orthogonality parameter $d_{A}$ of the quasi-orthogonal and quasi-collinear matrices.
same $d_{A}$ but with the distributions different from (48) or (52).

### 6.2. Two-parameter representation of the properties of the different classes of the BPE

In Fig. 12 we have depicted the dependences of the optical noise level $\left.\left.\langle | \varphi(k, l)\right|^{2}\right\rangle$ of different classes of the BPE of the size $64 \times 64$ on the value of the parameter $d_{A}$ (in $\log -\log$ scale) [31].

From Fig. 12 one can see that all curves meet each other in region III of random matrices while performing randomization of both the orthogonal and collinear matrices. Note that all dependences $\left.\left.\langle | \varphi(k, l)\right|^{2}\right\rangle$ on the nonorthogonality parameter $d_{A}$ are linear in average. This means that independently on the way of generation of the random phase elements all the ensemble of possible values of $\left.\left.\langle | \varphi(k, l)\right|^{2}\right\rangle$ and $d_{A}$ does not leave the bounded (usually ellipsoidal) region III.

Curves 1 and 5 are the boundary curves for the given two-parameter representation. The canonical Hadamard matrix (including region II of the quasi-orthogonal matrices) has larger SNR in comparison with the random matrices. On the contrary, the matrix with chess-like structure is characterized by the maximal value of the optical noise level.

Numerical computations show that there is a relation between the boundary curves 1 and 2 . Independently of the algorithm of
element by element randomization the producing of the collinear matrices (region IV) may be considered as the result of HadamardSchur multiplication (69),(70) of the quasiorthogonal matrices (region IV) produced from the canonical Hadamard matrix. It should be noted that after using initially the algorithm of randomization the rows/columns of the orthogonal matrix one finds that further element by element randomization does not lead to the change of the optical noise level (curve2). On the other hand, by means of the minimization of the parameter $\left.\left.\langle | \varphi(k, l)\right|^{2}\right\rangle$ (curve 7) for the collinear matrix one can reach optical noise level of the random matrices.

The initial values of the parameter $\left.\left.\langle | \varphi(k, l)\right|^{2}\right\rangle$ are as follows: 351.24 (curve 1) 981.875 (curve 2) 4004.83 (curve 3) 15814.3 (curve 4) 1893150 (curve 5) 473547 (curve 6) 1374.03 (curve 7). The averaged values of the optical noise $\left.\left.\langle | \varphi(k, l)\right|^{2}\right\rangle$ in the region of the random matrices for the matrices $1,2,3,5$, 6,7 is equal to 1040 and for the matrix 4 $\left.\left.\langle | \varphi(k, l)\right|^{2}\right\rangle$ is equal to 1502 . Therefore, the ratio signal/noise for the matrices $1,2,3,5,6$, 7 is 4.208 whereas for the matrix 4 it is 4.048 . One should note that according to the definition (65) the value of the optical noise level $\left.\left.\langle | \varphi(k, l)\right|^{2}\right\rangle$ of the chess-like matrix is equal to the averaged value of the square of the "empty window" autocorrelation function. Then the value of $\lg (1893150 / 1040) \approx 3.26$ characterizes the efficiency of the usage of the random


Fig. 12. The dependence of the optical noise level $\left.\left.\langle | \varphi(k, l)\right|^{2}\right\rangle$ on the non-orthogonality parameter $d_{A}$ of different classes of the binary phase elements. Curves 1-4 describe randomization of the orthogonal phase elements of 1) the canonical Hadamard matrix; 2) the orthogonal matrix at $r=0$ with random positions of rows and columns; 3) and 4) the Kronecker degree 3 of the orthogonal matrices $\mathbf{H}_{4}^{s}$ and $\mathbf{H}_{4}^{d}$ respectively. Curves 5-7 describe randomization of the collinear phase elements of 5) and 6) the matrices of chess-like structure with the periods $T$ and $2 T$ respectively; 7) the matrix, obtained as a result of minimization of the matrix 5 with respect to the parameter $\left.\left.\langle | \varphi(k, l)\right|^{2}\right\rangle$.
binary phase elements for which the optical noise level decreases by more than three degrees.

The obtained results show that the twoparameter representation of the properties of the binary phase elements may be viewed as a kind of diagram representation.

## 7. Conclusions

On the basis of conducted researches is constructed coordinate-frequency distribution of the BFE. The technique of calculation of the Wigner spectrum of space frequencies of the BFE with usage of the modulation function $\mathcal{M}\left(\omega_{x}, \omega_{y}\right)$ is circumscribed. By method of the signals distributions analytically description the optical schemes of correlation analysis and multiplying of the Hadamard Schur of the two BFE. The parameter of a nonorthogonality $d_{A}$ is offered, which numer-
ical values allow to class different types of the BFE. The boundary values $d_{A}$ characterize: $d_{A}=0$ - class of orthogonal BFE; $d_{A}=N^{2}$ class of collinear BFE. Is placed, that for the class of random BFE $d_{A} \approx N$. The mechanism of generation of classes quasiorthogonal $\left(0 \leq d_{A} \leq N\right)$ that quasicollinear ( $N \leq d_{A} \leq$ $N^{2}$ ) BFE is circumscribed. For the characteristic of logical properties of different classes of the BFE the generalized optical parameter $\left.\left.\langle | \phi(k, l)\right|^{2}\right\rangle$ is entered. The key possibility of the twoparameter of representation properties of the BFE is exhibited. On the basis of such representation the comparative analysis of the noise level of different classes of the BFE is conducted.
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